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Background: A machine learning analysis was conducted on 5774 shoulder arthroplasty patients to create predictive models for
multiple clinical outcome measures after anatomic total shoulder arthroplasty (aTSA) and reverse total shoulder arthroplasty (rTSA).
The goal of this study was to compare the accuracy associated with a full–feature set predictive model (ie, full model, comprising
291 parameters) and a minimal–feature set model (ie, abbreviated model, comprising 19 input parameters) to predict clinical outcomes
to assess the efficacy of using a minimal feature set of inputs as a shoulder arthroplasty clinical decision-support tool.
Methods: Clinical data from 2153 primary aTSA patients and 3621 primary rTSA patients were analyzed using the XGBoost machine
learning technique to create and test predictive models for multiple outcome measures at different postoperative time points via the full
and abbreviated models. Mean absolute errors (MAEs) quantified the difference between actual and predicted outcomes, and each model
also predicted whether a patient would experience clinical improvement greater than the patient satisfaction anchor-based thresholds of
the minimal clinically important difference and substantial clinical benefit for each outcome measure at 2-3 years after surgery.
Results: Across all postoperative time points analyzed, the full and abbreviated models had similar MAEs for the American Shoulder and
Elbow Surgeons score (�11.7 with full model vs.�12.0 with abbreviated model), Constant score (�8.9 vs.�9.8), Global Shoulder Func-
tion score (�1.4 vs.�1.5), visual analog scale pain score (�1.3 vs.�1.4), active abduction (�20.4� vs.�21.8�), forward elevation (�17.6�

vs. �19.2�), and external rotation (�12.2� vs. �12.6�). Marginal improvements in MAEs were observed for each outcome measure pre-
diction when the abbreviated model was supplemented with data on implant size and/or type and measurements of native glenoid anatomy.
The full and abbreviated models each effectively risk stratified patients using only preoperative data by accurately identifying patients with
improvement greater than the minimal clinically important difference and substantial clinical benefit thresholds.
Discussion: Our study showed that the full and abbreviated machine learning models achieved similar accuracy in predicting clinical
outcomes after aTSA and rTSA at multiple postoperative time points. These promising results demonstrate an efficient utilization of
machine learning algorithms to predict clinical outcomes. Our findings using a minimal feature set of only 19 preoperative inputs
suggest that this tool may be easily used during a surgical consultation to improve decision making related to shoulder arthroplasty.
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Machine learning techniques can analyze clinical and
patient-reported outcome data to create predictive models that
can help physicians better understand their patients prior to
treatment by quantifying patient-specific potential for
improvement associated with different treatment options. The
knowledge of these patient-specific outcome predictions is
useful to better inform shared decision making for both the
patient and the surgeon.2-4,12 Machine learning models have
recently been used to accurately predict clinical outcomes
after anatomic total shoulder arthroplasty (aTSA) and reverse
total shoulder arthroplasty (rTSA) and to risk stratify patients
based on predicted minimal clinically important difference
(MCID) and substantial clinical benefit (SCB) improvement
thresholds for different clinical outcome measures.12

Deploying such a preoperative prediction tool in clinical
practice offers the potential to establish more accurate ex-
pectations of patient-specific improvement that can be ach-
ieved with shoulder arthroplasty, as well as to align the patient
and surgeononwhat results to expect at different postoperative
time points. The practical limitation of deploying such a tool in
the clinic is the large input burden often required by machine
learning algorithms to generate patient-specific predictions,
particularly because much of this information may not be
routinely present in the patient’s electronicmedical record. As
such, a prerequisite for a machine learning–based clinical
decision-support tool is the identification of a highly predictive
minimal set of preoperative inputs that can be readily obtained
as part of the normal standard of care.

To develop a clinical decision-support tool using a mini-
mal feature set of preoperative inputs, we first conducted a
machine learning analysis on a multicenter clinical database
of 1 platform shoulder prosthesis to create algorithms using
the full set of preoperative data to predict postoperative
outcomes of various measures at multiple postoperative time
points after aTSA and rTSA.We developed these algorithms
using a full feature set (ie, full model, comprising 291 input
parameters), and in the process of doing so, we identified a
minimal feature set (ie, abbreviated model, comprising 19
input parameters) consisting only of the most highly pre-
dictive features. Therefore, the goal of this study was to
quantify and compare the accuracy associated with the full
and abbreviated machine learning models to predict clinical
outcomes after aTSA and rTSA.
Methods

We used the XGBoost machine learning technique22 to analyze a
multicenter clinical outcomes database of shoulder arthroplasty
patients who received a single platform shoulder prosthesis
(Equinoxe; Exactech, Gainesville, FL, USA) between November
2004 and December 2018. Every patient enrolled in this open-
label clinical database provided consent. All data were collected
using standardized forms at each of the 30 clinical sites. On
completion of each form, each is independently verified and then
scored by a computer on a secured IBM database (IBM, Armonk,
NY, USA). All primary aTSA and primary rTSA patients in the
database with �3 months of follow-up were included. To ensure a
homogeneous data set, patients with revisions, humeral fractures,
endoprostheses, and hemiarthroplasty were excluded. Primary
total shoulder arthroplasty patients who experienced complica-
tions and/or revisions were not excluded from this analysis as
those experiences contribute to the outcome variability of the
aTSA and rTSA cohorts.

The aforementioned criteria resulted in preoperative, intra-
operative, and postoperative data from 5774 patients with 17,427
postoperative follow-up visits available for analysis in this ma-
chine learning study. The full database contains 291 inputs,
including demographic characteristics, diagnoses, comorbidities,
implant type, range of motion (ROM), radiographic findings, and
clinical outcome metric scores (American Shoulder and Elbow
Surgeons [ASES], Constant, University of California–Los
Angeles, Simple Shoulder Test, and Shoulder Pain and Disability
Index), as well as the individual questions used to derive each of
these patient-reported outcome scores. ROM assessment was
performed by the implanting surgeon or this surgeon’s surrogate
and was measured with a goniometer. These data were used to
create predictive algorithms for the ASES score, Constant score,
Global Shoulder Function score, visual analog scale (VAS) pain
score, active abduction, active forward elevation, and active
external rotation with the arm at the side at multiple time points
after aTSA or rTSA, including 3-6 months, 6-9 months, 1 year (9-
18 months), 2-3 years (18-36 months), 3-5 years (36-60 months),
and �5 years (�60 months).

XGBoost was used to create the predictive algorithms for both
the full and abbreviated models. XGBoost is a supervised,
ensemble machine learning technique of multiple-regression trees
that are built by iteratively partitioning the training data set into
multiple small batches using a method called ‘‘boosting.’’22 The
full model used all 291 inputs from the database, whereas the
abbreviated model used only a minimal feature set of 19 preop-
erative inputs (Table I) to predict the Global Shoulder Function
score; VAS pain score; and active abduction, forward elevation,
and external rotation. As described in Table I, this minimal feature
set is a selection of patient demographic characteristics, di-
agnoses, comorbidities, preoperative ROM, and patient responses
to a few subjective questions. These specific 19 input parameters
were identified using domain knowledge, the prevalence of the
feature, the uniqueness of the feature values for patients, and
finally, the importance of features to the model. Of note, the
uniqueness of a feature is computed using an information theory
metric known as ‘‘entropy,’’ which measures whether values in a



Table I Description of minimal feature set of preoperative inputs utilized by abbreviated prediction model

Feature Description and unit Range or inputs

Age Age of patient, yr 18-115
Weight Weight, lb 80-450 lb (36.3-204.1 kg)
Height Height, in 48-80 in (121.9-203.2 cm)
Sex Male or female Male or female
Previous shoulder surgery Has the patient previously had a surgical operation on

the shoulder?
Yes or no

Surgery on dominant shoulder Will the upcoming arthroplasty be on the patient’s
dominant shoulder?

Yes or no

Primary diagnosis What is the patient’s diagnosis? Osteoarthritis, osteonecrosis,
rotator cuff tear, rotator cuff
tear arthropathy, rheumatoid
arthritis, or post-traumatic
arthritis

Comorbidities What are the patient’s comorbidities? No comorbidities, inflammatory
arthritis, hypertension, heart
disease, diabetes, chronic
renal failure, or tobacco use

Preoperative active abduction Active arm elevation in frontal plane, � 0-180�

Preoperative active forward elevation Active arm elevation in sagittal plane, � 0-180�

Preoperative active external rotation Active lateral rotation of arm, with arm at side, � –90 to 90�

Preoperative passive external rotation Passive lateral rotation of arm, with arm at side, � –90 to 90�

Preoperative internal rotation score Active medial rotation of arm, with arm at side; unitless:
8-point numeric scale with the following discreet
assignments based on motion to vertebral segments:
0, no motion; 1, hip; 2, buttocks; 3, sacrum; 4, L5 to
L4; 5, L3 to L1; 6, T12 to T8; and 7, T7 or higher

0-7

Preoperative Global Shoulder Function
score

Patient assessment of ability to use shoulder prior to
surgery via Global Shoulder Function score; 11-point
score (0-10), with 10 indicating full or normal
mobility

0-10

Preoperative pain on daily basis (ie,
VAS score)

Patient assessment of pain experienced on daily basis
prior to surgery via VAS pain score; 11-point score
(0-10), with 10 indicating extreme pain

0-10

Preoperative pain at worst Patient assessment of worst pain experienced on daily
basis prior to surgery; 11-point score (0-10), with 10
indicating extreme pain

0-10

Preoperative pain when lying on side Patient assessment of pain experienced when lying on
affected side prior to surgery; 11-point score (0-10),
with 10 indicating extreme pain

0-10

Preoperative pain when touching back
of neck

Patient assessment of pain experienced when touching
back of neck prior to surgery; 11-point score (0-10),
with 10 indicating extreme pain

0-10

Preoperative pain when pushing with
affected arm

Patient assessment of pain experienced when pushing
with affected arm prior to surgery; 11-point score
(0-10), with 10 indicating extreme pain

0-10

VAS, visual analog scale.

Predicting shoulder arthroplasty outcomes with machine learning 3
feature are highly uncertain and thus likely to be highly random
across patients, making it difficult to predict outcomes based on
that feature. Moreover, the importance of a feature to the model
was computed based on F-scores determined from the XGBoost
algorithm. The F-score quantifies the frequency at which a
particular feature is used as a candidate for the split by the
decision-tree algorithm.22 The prevalence, entropy, and F-score
were used to determine an individual ranking of each feature by
combining them into a single ranked list using the reciprocal
fusion rank score. When this abbreviated model is supplemented
with the 10 additional questions needed to calculate the preoper-
ative ASES score and the 20 additional questions needed to
calculate the preoperative Constant score, the abbreviated model
can also be used to predict the ASES and Constant scores at each
postoperative time point for both aTSA and rTSA. Finally, we
conducted an additional analysis that supplemented the



Table II Comparison of demographic characteristics, di-
agnoses, and comorbidities of primary aTSA and primary rTSA
patients

aTSA patients rTSA patients

Demographic
characteristic
Age at surgery, yr 66.1 � 9.2 72.5 � 7.8
Sex: F/M/unknown 1111/1027/15 2350/1242/29
Height, in (cm) 66.6 � 4.3

(169.2 � 10.9 cm)
65.0 � 4.0

(165.1 � 10.2 cm)
Weight, lb (kg) 188.9 � 44.5

(85.7 � 20.2 kg)
172.7 � 41.0

(78.3 � 18.6 kg)
Body mass index 29.9 � 6.3 28.7 � 6.0
% with previous

shoulder
surgery

15.7 24.7

Surgery on dominant
shoulder, %

55.8 62.2

Diagnosis, %
Osteoarthritis 92.7 53.2
Osteonecrosis 3.2 2.4
Rotator cuff tear 2.6 39.3
Cuff tear

arthropathy
0.8 38.4

Rheumatoid arthritis 3.1 3.5
Post-traumatic

arthritis
2.1 2.4

Comorbidities, %
No comorbidities 35.9 33.0
Inflammatory

arthritis
11.7 7.8

Hypertension 47.4 53.3
Heart disease 13.6 16.2
Diabetes 12.2 13.7
Chronic renal failure 1.2 2.0
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abbreviated model predictions with data on implant size and/or
type, as well as measurements of native glenoid version and
inclination (ie, beta angle), to simulate the additional predictive
accuracy that could be acquired through utilization of data readily
available from computed tomography (CT)–based preoperative
planning software.

Similarly to the methodology in our previous work,12 these
data were split 2:1 into mutually exclusive data sets to build and
test the predictive models using each of the full and abbreviated
feature sets for each outcome metric at each postoperative time
point. A random selection of 66.7% of the data defined the
training cohort, and the remaining 33.3% defined the validation
test cohort. The performance of the full and abbreviated models to
predict postoperative outcomes after aTSA and rTSA was quan-
tified by the mean absolute error (MAE) between the actual and
predicted values for each outcome measure at each postoperative
time point in the 33.3% validation test cohort. To evaluate the
relative learning ability of the full and abbreviated XGBoost
models, we also conducted a baseline average analysis (ie, average
error associated with selecting the cohort average) as the study
control. Finally, a subgroup analysis was performed using the
XGBoost machine learning technique for the full and abbreviated
models to predict whether a patient would experience clinical
improvement greater than the MCID19 and SCB20 patient satis-
faction anchor-based thresholds for each outcome measure at 2-3
years of follow-up. The performance of the full and abbreviated
models to predict whether a patient would achieve the MCID and
SCB improvement thresholds was quantified using the classifica-
tion metrics of precision (or positive predictive value, which
quantifies the ability of a model to not identify a negative finding
as a positive finding), recall (or sensitivity, which quantifies the
ability of a model to identify a positive finding as a positive
finding), and the area under the receiver operating characteristic
curve (AUROC).2,9,11 In the field of data science, an AUROC of
0.5 is considered random discrimination for a predictive model;
>0.7 to 0.8, acceptable; >0.8 to 0.9, good; and >0.9, excellent.9,11
Tobacco use 9.8 7.2

aTSA, anatomic total shoulder arthroplasty; rTSA, reverse total

shoulder arthroplasty; F, female; M, male.

Results

The clinical data from 2153 primary aTSA patients (7305
visits; average follow-up period, 46.4 � 35.6 months) and
3621 primary rTSA patients (10,122 visits; average follow-
up period, 31.0 � 25.8 months) were used to build and test
predictive models at each postoperative time point: 3-6
months (1282 visits by aTSA patients and 2227 visits by
rTSA patients), 6-9 months (658 and 1177 visits, respec-
tively), 1 year (1451 and 2445 visits, respectively), 2-3 years
(1347 and 1882 visits, respectively), 3-5 years (1321 and
1482 visits, respectively), and�5 years (1246 and 909 visits,
respectively). A summary of demographic characteristics,
diagnoses, and comorbidities for the aTSA and rTSA patient
cohorts are presented in Table II. Preoperative outcomes,
postoperative outcomes, preoperative-to-postoperative im-
provements in outcomes, and complication rates for the
aTSA and rTSA patient cohorts at each follow-up point are
presented in Tables III and IV, respectively. The aTSA and
rTSA outcomes at each follow-up point stratified by age and
sex are presented in Supplementary Tables S1-S16.
A comparison of the error between the actual and predicted
outcomes in the validation data set demonstrates that both the
full and abbreviated XGBoost models had lower MAEs rela-
tive to the baseline average study controlMAEs for all clinical
outcome measure predictions, as well as for both aTSA and
rTSA at all postoperative time points (Table V). MAEs asso-
ciated with each aTSA and rTSA outcome prediction at each
postoperative time point are presented in Supplementary
Tables S17-S23. As described in these tables, the prediction
accuracy observed for aTSAand rTSAwas similar for both the
full and abbreviated models; however, for both the full and
abbreviated models, MAEs were slightly higher at early
postoperative time points than at later time points. A com-
parison of MAEs between the full and abbreviated models
demonstrates that each model had similar predictive accuracy
for each outcomemeasure, despite the abbreviatedmodel only
using aminimal feature set of preoperative inputs to inform its
predictions: ASES score (�11.7 with full model vs. �12.0



Table III Comparison of preoperative and postoperative outcomes and improvement in outcomes in primary aTSA patients analyzed in study, stratified by follow-up duration

ASES score
(postoperatively/
improvement)

Constant score
(postoperatively/
improvement)

Global Shoulder
Function score
(postoperatively/
improvement)

VAS pain score
(postoperatively/
improvement)

Active abduction
(postoperatively/
improvement), �

Active forward
elevation
(postoperatively/
improvement), �

Active external
rotation
(postoperatively/
improvement), �

Adverse
event rate,
%/revision
rate, %

Preoperative 35.7 � 16.4 38.3 � 14.3 4.1 � 2.0 6.4 � 2.1 83.1 � 30.8 97.1 � 32.3 19.9 � 19.6 NA
Follow-up duration in
aTSA patients
3-6 mo 76.5 � 18.9/

40.4 � 21.4
62.3 � 15.5/
24.4 � 17.1

7.2 � 2.2/
3.0 � 2.8

1.7 � 2.1/
4.7 � 2.7

110.2 � 32.0/
26.3 � 37.2

125.4 � 33.5/
29.3 � 38.0

42.6 � 18.7/
22.4 � 19.7

2.1/1.4

6-9 mo 82.4 � 17.8/
44.5 � 21.5

68.1 � 14.3/
29.1 � 15.9

7.7 � 2.2/
3.5 � 2.7

1.3 � 1.9/
5.0 � 2.7

119.8 � 31.4/
36.5 � 37.2

136.0 � 30.3/
39.0 � 36.2

49.5 � 18.6/
28.2 � 20.8

1.5/0.8

1 yr 85.9 � 17.1/
49.2 � 20.6

71.6 � 13.6/
33.1 � 15.9

8.4 � 1.9/
4.3 � 2.5

1.1 � 1.9/
5.3 � 2.6

127.5 � 32.0/
44.8 � 37.1

143.8 � 29.0/
47.3 � 35.3

51.1 � 18.7/
30.7 � 20.7

2.5/1.4

2-3 yr 87.4 � 17.1/
51.3 � 20.9

73.4 � 13.8/
35.2 � 16.0

8.6 � 1.9/
4.7 � 2.5

1.0 � 1.9/
5.4 � 2.6

129.1 � 32.1/
45.4 � 39.1

146.5 � 29.1/
48.7 � 37.2

52.4 � 18.8/
33.0 � 22.0

3.4/2.0

3-5 yr 86.2 � 17.4/
50.5 � 20.4

72.8 � 13.6/
35.5 � 14.7

8.6 � 2.0/
4.5 � 2.6

1.1 � 1.9/
5.3 � 2.6

128.4 � 31.6/
44.3 � 37.9

146.8 � 29.2/
49.4 � 36.2

51.5 � 18.9/
31.8 � 21.7

2.6/2.0

�5 yr (average
follow-up,
90.0 mo)

81.5 � 20.3/
47.1 � 23.7

68.3 � 14.7/
32.7 � 16.6

8.2 � 2.2/
4.4 � 2.7

1.5 � 2.3/
5.0 � 2.9

120.5 � 31.9/
37.3 � 38.0

141.0 � 31.6/
44.8 � 37.1

46.1 � 20.0/
31.1 � 22.9

5.2/3.4

Full primary aTSA cohort 3.0/1.9

aTSA, anatomic total shoulder arthroplasty; ASES, American Shoulder and Elbow Surgeons; VAS, visual analog scale.
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Table IV Comparison of preoperative and postoperative outcomes and improvement in outcomes in primary rTSA patients analyzed in study, stratified by follow-up duration

ASES score
(postoperatively/
improvement)

Constant score
(postoperatively/
improvement)

Global Shoulder
Function score
(postoperatively/
improvement)

VAS pain score
(postoperatively/
improvement)

Active abduction
(postoperatively/
improvement), �

Active forward
elevation
(postoperatively/
improvement), �

Active external
rotation
(postoperatively/
improvement), �

Adverse
event rate,
%/revision
rate, %

Preoperative 34.7 � 15.9 34.9 � 14.4 3.7 � 2.1 6.3 � 2.2 72.7 � 36.9 85.7 � 39.3 18.5 � 21.3 NA
Follow-up duration in rTSA
patients
3-6 mo 73.4 � 18.8/

38.9 � 20.5
58.3 � 14.9/
23.7 � 16.8

6.9 � 2.1/
3.2 � 2.8

1.7 � 2.1/
4.6 � 2.7

104.9 � 31.4/
33.1 � 39.6

120.9 � 31.9/
37.1 � 42.1

28.5 � 17.6/
9.8 � 21.4

3.1/0.7

6-9 mo 77.8 � 18.1/
41.2 � 19.9

62.8 � 13.7/
28.2 � 16.3

7.3 � 2.0/
3.7 � 2.7

1.5 � 2.0/
4.5 � 2.7

110.1 � 29.7/
39.4 � 37.4

130.0 � 29.1/
46.6 � 40.5

31.6 � 17.7/
13.6 � 22.7

2.5/0.9

1 yr 81.2 � 18.1/
46.4 � 20.7

67.0 � 14.0/
32.0 � 16.2

7.9 � 2.0/
4.3 � 2.6

1.3 � 2.0/
5.0 � 2.7

120.6 � 30.1/
47.1 � 39.7

137.8 � 27.7/
51.5 � 41.2

35.7 � 18.1/
16.9 � 22.2

2.3/1.0

2-3 yr 82.6 � 18.1/
46.7 � 20.7

69.0 � 13.8/
34.1 � 16.1

8.1 � 1.9/
4.4 � 2.6

1.2 � 2.0/
5.0 � 2.7

118.8 � 30.6/
46.5 � 39.1

139.2 � 26.9/
54.2 � 41.9

36.8 � 17.6/
18.8 � 23.1

3.1/1.1

3-5 yr 82.2 � 18.8/
45.9 � 21.6

68.0 � 13.9/
32.5 � 15.7

8.2 � 1.9/
4.4 � 2.7

1.2 � 2.0/
5.0 � 2.7

117.9 � 29.1/
45.2 � 39.1

137.3 � 26.9/
52.4 � 41.7

36.3 � 17.9/
17.3 � 23.4

2.7/1.3

�5 yr (average
follow-up, 80.6 mo)

79.9 � 20.5/
43.7 � 23.5

65.7 � 14.9/
30.3 � 17.3

7.9 � 2.2/
4.0 � 2.9

1.4 � 2.2/
4.9 � 2.9

112.3 � 29.2/
35.9 � 39.6

130.7 � 29.5/
41.3 � 42.9

32.3 � 19.6/
11.8 � 25.3

2.5/1.1

Full primary rTSA cohort 2.7/1.0

rTSA, reverse total shoulder arthroplasty; ASES, American Shoulder and Elbow Surgeons; VAS, visual analog scale.
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Predicting shoulder arthroplasty outcomes with machine learning 7
with abbreviated model), Constant score (�8.9 vs. �9.8),
Global Shoulder Function score (�1.4 vs. �1.5), VAS pain
score (�1.3 vs. �1.4), active abduction (�20.4� vs. �21.8�),
forward elevation (�17.6� vs. �19.2�), and external rotation
(�12.2� vs. �12.6�). Specifically, across all postoperative
time points analyzed, the average difference in the MAE be-
tween the full and abbreviated model predictions was �0.3
MAE for the ASES score (�0.3 in aTSA patients and�0.4 in
rTSA patients), �0.9 for the Constant score (�0.7 and �0.8,
respectively), �0.1 for the Global Shoulder Function score
(�0.1 and �0.1, respectively), �0.1 for the VAS pain score
(�0.0 and �0.2, respectively), �1.4� for abduction (�1.1�

and �1.2�, respectively), �1.6� for forward elevation (�1.7�

and �1.4�, respectively), and �0.4� for external rotation
(�0.1 and �0.4�, respectively). Of note, only marginal im-
provements in MAEs were observed for each outcome mea-
sure prediction when the abbreviated model was
supplemented with data on implant size and/or type and
measurements of native glenoid anatomy (Table V).

The full and abbreviated model predictions for MCID
improvement in each outcome metric at 2-3 years of
follow-up are presented in Table VI. The full predictive
models achieved 82%-96% accuracy in the MCID with an
AUROC between 0.75 and 0.97 for aTSA patients, whereas
the abbreviated predictive models achieved 82%-96% ac-
curacy in the MCID with an AUROC between 0.70 and
0.95 for aTSA patients. The full predictive models achieved
91%-99% accuracy in the MCID with an AUROC between
0.82 and 0.98 for rTSA patients, whereas the abbreviated
predictive models achieved 91%-99% accuracy in the
MCID with an AUROC between 0.84 and 0.94 for rTSA
patients. Similarly, the full and abbreviated model pre-
dictions for SCB improvement in each outcome metric at 2-
3 years of follow-up are presented in Table VII. The full
predictive models achieved 79%-90% accuracy in SCB
with an AUROC between 0.74 and 0.90 for aTSA patients,
whereas the abbreviated predictive models achieved 76%-
90% accuracy in SCB with an AUROC between 0.70 and
0.89 for aTSA patients. Finally, the full predictive models
achieved 83%-92% accuracy in SCB with an AUROC be-
tween 0.78 and 0.88 for rTSA patients, whereas the
abbreviated predictive models achieved 81%-90% accuracy
in SCB with an AUROC between 0.70 and 0.87 for rTSA
patients.
Discussion

The results of our 5774-patient machine learning study
demonstrate that an abbreviated model using a minimal
feature set of only 19 preoperative inputs provides similar
accuracy to the full model using 291 inputs when predicting
aTSA and rTSA outcomes at multiple postoperative time
points. At each postoperative time point, the full and
abbreviated models had similar MAEs when predicting
each outcome measure, demonstrating the capability of the



Table VI XGBoost predictions using full and abbreviated models for aTSA and rTSA patients who experienced clinical improvement at 2 to 3 years’ follow-up greater than MCID19

threshold for multiple different outcome measures

MCID prediction ASES score
(aTSA, rTSA)

Constant score
(aTSA, rTSA)

Global Shoulder
Function score
(aTSA, rTSA)

VAS pain score
(aTSA, rTSA)

Abduction
(aTSA, rTSA)

Forward elevation
(aTSA, rTSA)

External rotation
(aTSA, rTSA)

MCID 13.6 (17.0, 10.3) 5.7 (12.8, –0.3) 1.4 (1.7, 1.0) 1.6 (2.7, 1.4) 7.0� (13.9�, –1.9�) 12.0� (23.1�, –2.9�) 3.0� (14.5�, –5.3�)
Patient % 77.9 (72.9, 80.6) 71.3 (63.0, 77.6) 75.7 (75.5, 75.8) 75.3 (66.5, 77.9) 83.5 (78.2, 88.7) 79.9 (73.4, 92.7) 84.7 (77.8, 90.4)
Full model
Precision, % 95 (94, 95) 96 (97, 98) 94 (96, 93) 92 (91, 91) 94 (91, 98) 92 (87, 99) 95 (90, 99)
Recall, % 99 (97, 99) 99 (99, 100) 96 (95, 98) 98 (97, 99) 94 (91, 98) 95 (88, 99) 96 (93, 99)
Accuracy, % 95 (94, 95) 97 (96, 99) 92 (93, 92) 93 (92, 91) 90 (86, 98) 89 (82, 99) 95 (92, 99)
AUC 0.90 (0.90, 0.88) 0.95 (0.97, 0.96) 0.88 (0.91, 0.87) 0.87 (0.89, 0.82) 0.83 (0.80, 0.98) 0.79 (0.75, 0.95) 0.83 (0.78, 0.95)

Abbreviated model
Precision, % 91 (90, 91) 94 (93, 94) 93 (94, 91) 91 (89, 91) 90 (87, 95) 89 (90, 97) 89 (85, 94)
Recall, % 99 (97, 99) 99 (97, 99) 95 (94, 97) 96 (96, 97) 91 (89, 95) 95 (91, 98) 92 (88, 96)
Accuracy, % 93 (92, 93) 97 (96, 99) 90 (89, 91) 90 (88, 92) 84 (82, 94) 87 (87, 98) 87 (84, 97)
AUC 0.88 (0.87, 0.84) 0.94 (0.95, 0.93) 0.87 (0.89, 0.86) 0.87 (0.86, 0.84) 0.76 (0.72, 0.94) 0.72 (0.70, 0.89) 0.78 (0.73, 0.90)

aTSA, anatomic total shoulder arthroplasty; rTSA, reverse total shoulder arthroplasty; MCID, minimal clinically important difference; AUC, area under curve.

Table VII XGBoost predictions using full and abbreviated models for aTSA and rTSA patients who experienced clinical improvement at 2 to 3 years’ follow-up greater than SCB20

threshold for multiple different outcome measures

SCB prediction ASES score
(aTSA, rTSA)

Constant score
(aTSA, rTSA)

Global Shoulder
Function score
(aTSA, rTSA)

VAS pain score
(aTSA, rTSA)

Abduction
(aTSA, rTSA)

Forward elevation
(aTSA, rTSA)

External rotation
(aTSA, rTSA)

SCB 31.5 (37.6, 25.9) 19.1 (25.4, 13.6) 3.1 (3.9, 2.4) 3.2 (3.8, 2.6) 28.5� (36.1�, 19.6�) 35.4� (45.5�, 22.3�) 11.7� (20.1�, 3.6�)
Patient % 66.7 (57.3, 73.1) 62.3 (52.8, 71.7) 58.8 (57.4, 70.7) 62.8 (61.5, 72.5) 64.7 (55.2, 73.9) 61.3 (48.4, 75.7) 70.1 (64.6, 82.0)
Full model
Precision, % 88 (89, 88) 91 (93, 94) 83 (91, 91) 85 (92, 88) 86 (80, 89) 85 (85, 91) 85 (79, 92)
Recall, % 93 (93, 94) 95 (88, 97) 93 (86, 90) 99 (92, 97) 86 (87, 87) 91 (88, 93) 89 (92, 93)
Accuracy, % 87 (89, 88) 91 (90, 92) 85 (87, 86) 86 (89, 88) 82 (81, 83) 84 (86, 88) 81 (79, 88)
AUC 0.84 (0.89, 0.81) 0.90 (0.90, 0.88) 0.84 (0.87, 0.84) 0.82 (0.86, 0.81) 0.81 (0.80, 0.78) 0.83 (0.87, 0.83) 0.76 (0.74, 0.78)

Abbreviated model
Precision, % 87 (88, 86) 90 (91, 92) 82 (89, 91) 85 (92, 88) 82 (76, 84) 78 (74, 86) 82 (76, 89)
Recall, % 92 (92, 93) 95 (88, 97) 93 (86, 90) 99 (92, 97) 84 (83, 84) 88 (81, 91) 88 (89, 91)
Accuracy, % 87 (89, 88) 90 (88, 90) 84 (85, 86) 87 (90, 88) 80 (79, 81) 81 (82, 81) 79 (76, 84)
AUC 0.82 (0.86, 0.76) 0.89 (0.89, 0.87) 0.83 (0.86, 0.83) 0.85 (0.87, 0.82) 0.72 (0.74, 0.70) 0.74 (0.78, 0.70) 0.73 (0.70, 0.76)

aTSA, anatomic total shoulder arthroplasty; rTSA, reverse total shoulder arthroplasty; SCB, substantial clinical benefit; AUC, area under curve.
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Predicting shoulder arthroplasty outcomes with machine learning 9
predictive algorithms to account for outcome variability
both during the recovery period and even into mid- and
long-term follow-up as outcomes decline with age and
deterioration. Additionally, no differences in accuracy were
observed between aTSA and rTSA outcome predictions at
any time point for either the full or abbreviated model,
demonstrating that the prediction algorithms were equally
effective for each prosthesis type. Only minor improve-
ments in the abbreviated model predictions were observed
after incorporating data on implant size and/or type and
measurements of native glenoid version and inclination.
Furthermore, the full and abbreviated models were equally
effective at risk stratifying patients using only preoperative
data, by accurately identifying patients at greatest risk of
poor outcomes based on MCID thresholds (full model ac-
curacy > 82% with AUROC > 0.75 vs. abbreviated model
accuracy > 82% with AUROC > 0.70), as well as identi-
fying patients most likely to achieve excellent outcomes
based on SCB thresholds (full model accuracy > 79% with
AUROC > 0.74 vs. abbreviated model accuracy > 76%
with AUROC > 0.70) at 2-3 years of follow-up for all
outcome measurements.

Preoperatively communicating the expected result from
a proposed surgical treatment is an important component of
informed consent. However, few surgeons can accurately
predict the outcomes that a cohort of patients may achieve,
nor do most know whether a particular patient will fare
better or worse (and by how much) than the ‘‘average’’
patient. Machine learning–based predictive outcome algo-
rithms are not a simple heuristic; rather, these computa-
tional techniques analyze large quantities of clinical data
and consider numerous parameters to inform their evi-
dence-based outcome predictions. As such, these pre-
dictions are clinically useful for shared decision making
and can be used to more effectively communicate expected
outcomes and better inform the risks and benefits of a
surgical procedure. For the shoulder surgeon, an evidence-
based tool that can accurately predict patient-specific out-
comes after aTSA and rTSA from input of only 19 patient
questions and active ROM measurements has many prac-
tical applications. First, these predictions can better align
the surgeon’s objectives for the procedure with those of the
patient and establish more accurate expectations of what
can be achieved with shoulder arthroplasty, given each
patient’s unique demographic characteristics, diagnoses,
and comorbidities. Better alignment between the patient
and surgeon on what can be achieved with shoulder
arthroplasty may translate into improved patient satisfac-
tion with the procedure.7,8,15,17 Furthermore, these pre-
dictions can aid the shoulder surgeon in selecting the best
technique or treatment for a particular patient based on a
comparison of multiple different projected results, consid-
ering the patient’s unique model inputs, as exemplified in
this study by the comparative aTSA and rTSA outcome
predictions. When these predictions are considered in a
comparative manner, they function as a patient-specific tool
to optimize the clinical outcomes of various techniques and
treatment options. Additionally, consideration of these
predictions relative to the age- and sex-stratified outcomes
in aTSA and rTSA patients (Supplementary Tables S1-S16)
can be used as a quality assessment metric to assess per-
formance at each postoperative time point. Future work
should perform additional predictive analyses to compare
and quantify the impact of complications on model pre-
dictions, particular as it relates to false-positive predictions
for the MCID and SCB, as well as create patient-specific
predictive models for complication risk associated with
each of the various techniques and treatment options.

More controversial is the use of a predictive tool to
identify whether a specific patient is an appropriate
candidate for an elective surgical treatment. The abbrevi-
ated model accurately identified >82% of patients who
would achieve improvement greater than the MCID
threshold and >76% of patients who would achieve
improvement greater than the SCB threshold across all
outcome metrics analyzed. Furthermore, the abbreviated
model algorithms were associated with average MCID
AUROC values of 0.82 for aTSA and 0.89 for rTSA and
average SCB AUROC values of 0.85 for aTSA and 0.82 for
rTSA. Thus, our AUROC results suggest that these pre-
dictive algorithms created from a minimal feature set have,
on average, good (>0.8) to excellent (>0.9) discrimination
of patients in the validation cohort to achieve MCID and
SCB improvement. Although these predictions can be
helpful to preoperatively identify patients who are good (or
poor) candidates for these elective procedures, it must be
acknowledged that each patient’s needs are unique and
different and that patient-specific requirements for pain
relief and functional improvement may not align with the
established MCID19 or SCB20 improvement thresholds. As
such, this tool should not define which patient is eligible for
surgical treatment; instead, it should be used to support
treatment and never be misused to deny treatment.

Machine learning predictions using the full modeldand
its 291 feature inputsdhave limited practical application
for creating a decision-support tool that can be used in the
typical clinical setting, given the substantial input burden
on the patient, office staff, and health care provider.
Fortunately, our results demonstrate that similar levels of
predictive accuracy can be attained using as few as 19
patient questions and active ROM measurements. We
observed minor improvements in predictive accuracy when
the abbreviated model was supplemented with data on
implant size and/or type and measurements of native gle-
noid version and inclination; these additional data have the
potential to be seamlessly added to the model from CT-
based preoperative planning software without additional
input required by the office staff. Although future work is
necessary to create and deploy the clinical software that
utilizes these machine learning algorithms, the results of
our study objectively demonstrate the efficacy of a mini-
mal–feature set algorithm to predict aTSA and rTSA
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outcomes at multiple postoperative time points. Further-
more, use of this minimal feature set composed of the most
predictive inputs represents an opportunity for more effi-
cient data collection and resource utilization, as it is
inferred from our results that the majority of the preoper-
ative data in the full model (including most of the questions
from the 5 outcome metrics contained in the database:
ASES, Constant, University of California–Los Angeles,
Simple Shoulder Test, and Shoulder Pain and Disability
Index scores) are superfluous, adding little additional pre-
dictive benefit to our model. Future work can apply these
machine learning techniques to construct a new and more
efficient shoulder arthroplasty–specific patient-reported
outcome measure that eliminates inputs of little predictive
value and only utilizes those patient questions found to be
highly predictive of postoperative outcomes and/or patient
satisfaction.

Aside from our previous work,12 the use of machine
learning to predict outcomes after shoulder arthroplasty is
new, although a few studies have recently used machine
learning to predict short-term complications after shoulder
arthroplasty10 and outcomes after hip4 and knee4,23 arthro-
plasty. Our machine learning analysis of aTSA and rTSA
outcomes builds on previous work that used more traditional
statistical techniques to compare aTSA and rTSA out-
comes.5,6,18-21 Our results demonstrated similar MAEs be-
tween aTSA and rTSA predictions for each clinical outcome
measure at each postoperative time point; however, at earlier
postoperative time points, we observed slightly higherMAEs
than at later time points, despite having more data at those
earlier time points. This finding is likely due to the greater
variability in outcomes early owing to patients having
different healing rates and perhaps also due to different
methods and utilization of rehabilitation programs. As has
been reported previously by Simovitch et al21 and Levy
et al,13 aTSA and rTSA patients can continue to experience
improvement for up to 2 years after surgery, after which
improvement plateaus; these findings are consistent with our
own observations for both the aTSA and rTSA cohorts in our
data set (Tables III and IV). Machine learning algorithms
improve and reduce error by learning with new data; hence,
as additional clinical data are obtained, future work will
refine these algorithms to further reduce model MAEs and
improve predictive accuracy.

Our study has several limitations. First, 30 different sites
and/or surgeons contribute to our clinical outcome database,
and data from each site or surgeon inevitably contain some
bias. As such, the derivedmodels will also contain bias.1,2,14,16

To reduce collection bias and input variability, all sites were
trained to collect data using standardized data forms, and all
completed formswere independently verified. Second, each of
the surgeons who contributed clinical data are experienced
shoulder specialists who have multiple years of experience
with the prosthesis used in this study; as such, thesepredictions
may not translate to less-experienced surgeons or to surgeons
who have not completed the learning curve with this platform
shoulder prosthesis. Third, our clinical database consists only
of patients who elected to undergo shoulder arthroplasty, and
these patients are primarily elderly, non-Hispanic white pa-
tients ofEuropeandescent. For example,wedonot collect data
on individuals who are candidates but elect to forgo surgery
because of comorbid illness or financial or personal reasons.
Therefore, model predictions may not be representative of the
outcomes achieved by patients of different demographic
characteristics, regions, and ethnicities and/or races, and
model predictions may be biased against patients too sick to
safely undergo the procedure or patients whose condition was
not sufficiently degenerative to undergo the procedure. Fourth,
our models were developed from a data set of patients who
underwent primary aTSA and primary rTSAwith 1 platform
shoulder prosthesis, in which patients with revisions, humeral
fractures, endoprosthesis or hemiarthroplasty were excluded;
therefore, model predictions may not be appropriate for pa-
tientswith those excluded indications or other prosthesis types
or designs. Fifth, our study used 1 tree-basedmachine learning
technique to construct algorithms that quantify outcomes after
shoulder arthroplasty; other techniques, such as deep learning,
could achieve better predictive accuracy thanXGBoost, as has
been shown previously12 using thewide and deep technique.24

Despite slight improvements in predictive accuracy using the
wide and deep technique, we used XGBoost in our study
because its predictions are more interpretable, providing an F-
score identification of themostmeaningful parameters usedby
the model. Knowledge of the model input parameters driving
up or down the patient-specific predictions can be clinically
useful, particularly if those features are modifiable by the
patient. Sixth, our clinical database, while extensive, contains
some missing data; fortunately, XGBoost manages missing
values and data sparsitywell and imputesmissing values on its
own by minimizing the error rate for each tree as it learns.
Finally, although we used a minimal feature set of 19 of the
most predictive features in our database, there may be other
features that aremore predictive and clinicallymeaningful that
were not included in the full model and are not currently
collected in our clinical database. Futurework should continue
to refine the feature set to identify more clinically meaningful
and highly predictive parameters that minimize the model
MAE while also minimizing the user input burden,
thereby ensuring that the decision-support tool can be effi-
ciently implemented in the clinical setting.
Conclusion
Using a commercially available supervised machine
learning technique to analyze a clinical database of 1
platform shoulder prosthesis, we constructed predictive
algorithms using a full model (of 291 inputs) and an
abbreviated model (of 19 inputs) and attained similar
accuracy with each model to predict outcomes after
shoulder arthroplasty at multiple postoperative time
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points in our study of 2153 primary aTSA and 3621
primary rTSA patients. The abbreviated prediction
model was supplemented with data on implant size and/
or type and measurements of native glenoid version and
inclination, which demonstrated that marginal im-
provements can be achieved when incorporating preop-
erative CT planning data. Finally, both the full and
abbreviated model algorithms were able to preopera-
tively risk stratify patients based on improvement
predictions greater than the MCID and SCB patient-
satisfaction thresholds for each outcome measure
analyzed in our study. These promising results demon-
strate an efficient utilization of machine learning algo-
rithms to predict clinical outcomes. Our findings using a
minimal feature set of only 19 preoperative inputs
suggest that this tool may be easily used during a sur-
gical consultation to improve decision-making related to
shoulder arthroplasty.
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